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Clustering Some MicroRNAs Expressed in the Breast 
Tissue Using Shannon Information Theory and Com-
paring the Results With UPGMA, Neighbor-joining, 
and Maximum-likelihood Methods

Background: Because milk and milk products play a vital role in human nutrition, dairy cattle 
farmers are working in increasing milk production or changing its composition. For this reason, 
researching the genes which play an important role in milk production and its composition is of 
high value. Information theory is an interdisciplinary branch of mathematics which overlaps with 
communications engineering, biology, and medicine. It has been used in genetic and bioinformatics 
analyses such as the biological structures and sequences.

Materials and Methods: In this study, a total of 20 microRNAs from those affecting the breast 
tissue and mammary glands have been extracted from the microRNA database. For each microRNA 
sequence, the entropy values of the first- to third-order were calculated and the Kullback-Leibler 
divergence criteria were estimated. Then, the Kullback-Leibler divergence matrix of the microRNAs 
was considered as the inputs for clustering methods. All calculations were performed in the R program. 
The biological pathway of each target was predicted using the KEGG server.

Results: MicroRNAs are divided into two main groups based upon comparing and analyzing all the 
created clusters. The first group contains 18 microRNA and the second group contains 2 microRNAs 
at the first- and third-order entropies. The second-order entropy contains 19 microRNA in the first 
group and only 1 microRNA in the second group. The clustering topology changes as the entropy 
order changes from 1 to 3, with the most significant changes being seen in the clustering resulted from 
the third-order entropy.

Conclusion: In the proposed method of clustering, we obtained a biological grouping of genes. 
There is a good concordance between most of the microRNAs within one cluster and their biological 
pathway. The algorithm is applicable for clustering a range of genes and even genomes based on their 
DNA sequences entropy. Our method can help assign and predict the biological activity of those genes 
that lack robust annotations because it relies only on the DNA sequence and length of the genes.
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Introduction

ncreasing milk production or changing 
its composition has attracted the atten-
tion of dairy cattle breeders. For this 
aim, investigating the genes affecting 
milk production and its composition can 
be a key step towards identifying and 
developing marker-assisted selection 

and developing breeding programs to improve produc-
tive traits [1, 2]. 

MicroRNAs are a group of short, non-coding single-
stranded conserved RNAs (between 19 and 23 nucleo-
tides) that act as post-transcriptional regulators for the 
gene expression in a wide range of animals, plants, and 
viruses [3, 4]. MicroRNAs are present in the cells as well 
as in exosomes found in biological fluids such as milk. 
Most investigated microRNAs in the mammary tissue 
and glands have immune-related functions and different 
patterns have been observed in their expression during 
the lactation period [5]. MicroRNAs can regulate milk 
production from the mammary glands through epigen-
etic mechanisms. They can also, directly and indirectly, 
control the activity of agents involved in the epigenetics 
through inhibiting the transcription initiation, intermedi-
ate microRNA degradation, target genes, as well as in-
hibiting the positive regulation and methylation adjust-
ment of the target genes [6-8]. 

The information theory, a branch of mathematics 
which overlaps with communications engineering, biol-
ogy, and medicine, plays a key role in this regard. This 
theory, proposed by Claude Shannon in 1948, explores 
the mathematical laws governing the data behavior dur-
ing the transfer, storage, and retrieval processes. Shan-
non entropy is at the core of the information theory and 
it is sometimes known under topics such as the degree 
of uncertainty or randomness, disorganization, and un-
predictability. Information is the scale of uncertainty or 
entropy in a situation, so a system with more entropy has 
more information. When a situation is completely pre-
dictable, there is no information about it. This condition 
is called solidity (negentropy) [9]. The unit of entropy 
is bit, and a system’s entropy is related to the amount of 
available information in it. A system with a higher order 
can be described by fewer bits of information, while a 
system with a lower order requires more bits [10]. 

Information theory has been used as an important and 
versatile tool to search for patterns in the DNA sequenc-
es [11], the role of amino acids in the protein structures 
of the yeast [12], analysis of the quantitative traits and 

epistasis, investigation of the global genome informa-
tion, analysis of the DNA microarray data, classification 
of the genes involved in cancer [13], comparison of the 
complexity amount for the DNA sequence analyses and 
phylogenetic trees reconstruction without aligning bases 
[14], evolutionary research [15], genetic diversity [16], 
comparison of the information contents of the genes’ in-
tron and exon areas [17], and analysis of the genome’s 
CpG islands [18]. 

In the probability and information theories, the Kull-
back- Leibler divergence or relative entropy is an asym-
metric criterion for measuring the difference between 
the two probabilistic distributions of Q and P. This diver-
gence is a member of a wider class of divergences called 
F divergence [6]. This divergence was first introduced by 
Solomon Kullback and Richard Leibler as an oriented 
divergence between two distributions [19]. 

So far many microRNAs have been discovered, and 
categorized into biological groups. A better understand-
ing of their features is needed to organize information for 
the upgrading. Clustering of microRNA sequences can 
be a confirmation of the microRNAs belonging to one 
family and also lead to the discovery of new sequences. 
Given that the microRNAs located in a cluster act on 
the same biological pathway, a well-organized cluster-
ing can lead to the discovery of new microRNAs which 
have not been categorized yet [20, 21]. 

The present paper illustrates the application of the Kull-
back-Leibler divergence-based algorithm presented for 
clustering several microRNAs affecting milk production 
for the first time. According to the authors’ knowledge, 
no research has so far clustered the effective microRNAs 
on the mammary tissue and glands using the information 
theory. It is expected that the extraction of gene patterns 
from this clustering be used in the biological, pharma-
ceutical, and breeding research.

Materials and Methods

Extraction of microRNAs

In this study, a total of 20 microRNAs from those af-
fecting the breast tissue and mammary glands of the 
dairy cattle have been extracted from the microRNA da-
tabase (http://www.mirbase.org/) and examined as well. 
The microRNA precursor sequence has been imple-
mented here. The precursor sequence has about 60-90 
base pairs with a pin-like structure and is often preserved 
evolutionarily [22]. The sequences were saved after ex-
traction as FASTA format. R programming language was 
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used to extract the sequence features and computational 
algorithms.

Calculation of the entropy orders

In this study, for each microRNA sequence, the entropy 
parameters were calculated from the first to the third or-
ders. In this regard, we used the Markov chain up to the 
third degree. The following formula is used to calculate 
the first-order entropy (zeroth-order Markov chain) (For-
mula 1):

1. H(x)i = -∑ рi log2 рi

in which, pi is the probability of the ith nucleotide from 
the set {A, U, G, C} in the microRNA chain. This type of 
entropy assumes that the appearance of each nucleotide 
is independent of the other one in the strand and does not 
depend on the type of the adjacent nucleotide.

The second-order entropy (first-order Markov chain) is 
given by the following relation (Formula 2):

2. H(x)ii=-∑рi ∑рi (j) log2 рi(j)

Clustering microRNAs Expressed in breast tissue using Shannon information theory
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Table 1. The calculated first to third-order entropy values of the effective microRNAs on the breast tissue of the dairy cattle 

Order of entropy‡

MicroRNA SymbolNo.
H(x)iii

Third-Order
H(x)ii

Second-Order
H(x)i

First-Order

5.37233.82981.9531bta-mir-10a1

5.44283.80321.9308bta-mir-15b2

5.24953.79311.9529bta-mir-16b3

5.08613.77311.9785bta-mir-214

5.02243.70721.9696bta-mir-23a5

5.06323.7831.9924bta-mir-24-26

4.71473.4341.836bta-mir-33b*7

5.34753.82911.9917bta-mir-125b-28

5.28973.84821.9806bta-mir-1419

5.37513.83271.9805bta-mir-14510

5.51113.86051.9967bta-mir-146b**11

5.07393.87741.9577bta-mir-15512

5.56263.91261.9893bta-mir-181a-1***  13

5.42793.85711.9815bta-mir-199b14

5.08043.71851.986bta-mir-20515

5.38563.87811.9906bta-mir-22116

5.30773.77931.9955bta-mir-22317

4.75253.63051.9442bta-mir-48418

5.2213.64781.8577bta-mir-48619

5.0463.7311.9891bta-mir-50020

‡ Maximum criteria for amounts in the first-, second-, and third-order entropy are 2, 4, and 6, respectively;
* Minimum microRNA entropy in the first-, second-, and third-order entropy;
** Maximum microRNA entropy in the first-order entropy; 
*** Maximum microRNA entropy in the second- and third-order entropy.
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where i indicates the occurrence of the previous nucle-
otide and pi(j) denotes the occurrence probability of the 
jth nucleotide upon the occurrence of ith one from the set 
{A, U, C, G} in the microRNA chain.

The third-order entropy (second-order Markov chain) 
is calculated using the Formula 3:

3. H(x)iii=-∑рi ∑рi (j)∑рi,j(k)∑рi,j,k(m) log2 рi,j,k(m)

Here, i, j, and k indicate the awareness of the three 
preceding nucleotides occurrence, and рi,j,k(m) stands 
for the probability of the mth nucleotide upon the occur-
rence of i, j, and kth ones from the set {A, U, C, G} in 
the microRNA chain. As mentioned above, the entropy 
values have been calculated at three orders. The index 
that appears in H represents the order of entropy [23, 24].

Measurement of the Kullback-Leibler divergence

The Kullback-Leibler divergence can be estimated us-
ing the Formula 4 [23, 24]:

4. DKL(P(X)║Q(X))=∑n
i=1P(X)log2 P(X)/Q(X)

 , where n is the number of nucleotides in a microRNA 
strand and DKL is neither a symmetric criterion nor a 
real distance. This method, referred to as KL(H) for ease 
of use within the context, is based on the entropy values 
of microRNAs. The entropy values of the two microR-

NAs were calculated separately where the numerical 
values of the first and second sequences were placed as 
P and Q in the formula, respectively. In this method, an 
asymmetric matrix was created with the size of the num-
ber of microRNAs based on which the sequences with 
the highest similarity and distance were identified. 

Different types of clustering methods

The sequences clustering has been accomplished with 
four common clustering methods: the single linkage, 
UPGMA, neighbor-Joining, and maximum likelihood. 

Results 

Table 1 presents the microRNAs information. Investi-
gating the microRNAs characteristics indicated that the 
highest and lowest sequence lengths are associated with 
the bta-mir-486 and bta-mir-484, respectively. The low-
est first-order entropy is dedicated to bta-mir-33b, which 
seems to be due to its short length. In return, bta-mir-
146b and bta-mir-181a-1 meet higher entropy values due 
to their higher lengths. However, this is not always the 
case, because the shortest microRNA which has been 
examined is bta-mir-484 with 63 bp, while its entropy 
is not the lowest. The highest microRNA length corre-
sponds to bta-mir-486, which is 123 bp, while its entropy 
is not the highest at any of the orders.

Table 2. The Kullback-Leibler (relative entropy at orders one to three) results associated with the microRNAs affecting the 
breast tissue of dairy cattle

Amount‡MicroRNAKLHNo.

4.8822e.-005
0.32154

bta-mir-145     bta-mir-141
bta-mir-146b     bta-mir-33b

Min Distance
Max DistanceH(X)1

0.001417
0.95847

bta-mir-125b-2     bta-mir-10a
bta-mir-181a-1  bta-mir-33b

Min Distance
Max DistanceH(X)2

0.0055686
1.6997

bta-mir-10a    bta-mir-145
 bta-mir-181a-1  bta-mir-33b

Min Distance
Max DistanceH(X)3

‡ For microRNAs pair, a value closer to zero indicate more similarity of microRNAs.

Figure 1. Frequency histogram of the Kullback-Leibler values based on the first- (left side) to third-order (right side) entropy 
values. The X-axis is the Kullback-Leibler divergence value and Y-axis is the number of microRNA pair comparisons
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Investigating the genes and exons affecting milk pro-
duction indicated that NOP2, YWHAH genes (with 
lengths of 60167 and 1445, respectively) and exon 1 of 
HSP and ACTR2 genes which are the largest and small-
est investigated genes and exons in this study meet the 
maximum and minimum entropy values, respectively 
[23, 24]. Also, a study on the global genome information 
analyzed the genome’s entropy results of 25 different 
species according to the information theory and plotted a 
two-dimensional graph based on the chromosome length 
and entropy values for the genome of each specie. It was 
observed that the entropy values are higher in some spe-
cies with longer chromosome lengths, while this was not 
the case in some others [25]. This result is similar to our 
finding, in which bta-mir-146b and bta-mir-181a-1 had 
the highest entropy value while the bta-mir-486 was the 
longest sequence. On the other hand, bta-mir-484 was 
the shortest sequence but did not have the least entropy 
value.

Genes clustering using the Kullback-Leibler di-
vergence

First, the entropy was calculated separately at orders 
one to three, and the Kullback-Leibler values were cal-

culated for each order of entropy and each microRNA. 
Because alignment is not necessary for this method, 
sequences are allowed to be evaluated with their actual 
content. The results of this section are presented in Table 
2. Then, the microRNA clustering steps were performed 
based on their relative entropy and without applying the 
alignment. The frequency histogram of the microRNAs 
Kullback-Leibler results is reported as below based on 
the first-to-third order entropy values.

As seen in Figure 1, based on the second- and third-
order entropies, about 3% (12 observations) and 2.5% 
(10 observations) of the estimates which are quite simi-
lar with values close to zero are placed at the second and 
third orders, respectively.

Discussion

MicroRNAs are divided into two main groups upon 
comparing and analyzing all the created clusters (Figure 
2). The first group contains 18 microRNA and the second 
group contains 2 microRNAs at the first- and third-order 
and their entropies. The second-order entropy contains 
19 microRNA in the first group and only 1 microRNA in 

Figure 2. The Kullback-Leibler clustering results based on the first- (A) to third-order (C) relative entropy values using the 
single linkage approach

A B

C

Clustering microRNAs Expressed in breast tissue using Shannon information theory

Res Mol Med, 2020; 8(4):179-188

http://rmm.mazums.ac.ir/index.php?&slct_pg_id=10&sid=1&slc_lang=en


184

the second group. The bta-mir-33b and bta-mir-486 mi-
croRNAs are located in the same cluster at the first-order 
entropy, while they are in different clusters at the sec-
ond- and third-order ones. At the first- and second-order 
entropies, bta-mir-141 and bta-mir-199b are in the same 
cluster while they are located in two separate clusters at 
the third-order one. In general, the clustering topology 
changes as the entropy order changes from 1 to 3, with 
the most significant changes being seen in the clustering 
resulted from the third-order entropy. The clustering was 
found to be independent of the length and strongly cor-
related with microRNA content and frequency of their 
nucleotides in the chain. Investigation of the results indi-
cated that the relative entropy-based clustering is a cor-
rect, logical, and fast method. 

Ghaderi et al. (2016) implemented a simple form of 
this criterion to find the distance between the contigs of 
the Escherichia coli genome which affects mastitis [26]. 
Also, Dehghanzadeh et al. used it to cluster several genes 
in dairy cattle [23]. Porto-Diaz et al. (2012), who em-
ployed the information theory for clustering 12 microar-
ray data, indicated that this is a fast and reliable way of 
clustering large volumes of data and considered it better 
compared to other methods. This is mainly because this 
method lacks the disadvantages of aligning sequences, 
it examines their actual contents and forms in practice 
and does not require high computational memory for the 
sequences with higher lengths. Sequence data sequenc-
ing is increasing. Also, as the information content of the 
sequence is not lost, the accuracy of the sequence data 
clustering increases. 

Table 3. Targets and biological pathways corresponding to the microRNAs located in a cluster, and microRNAs in comparison 
with a pairwise manner

PathwayTargetmicroRNA

ThermogenesisZNF148, ZNF532Bta-mir-146b

ThermogenesisZNF704, ZFAND5Bta-mir-181a-1

RIG-I-like receptor signaling pathwayTMEM170BBta-mir-10a

Phosphatidylinositol signaling systemTMEM65Bta-mir-145

Pathway in cancerCDKN1BBta-mir-221

Pathway in cancerCDK6Bta-mir-125b-2

Signaling pathwaySOX17Bta-mir-141

Signaling pathwaySOX6bta-mir-223

Mineral absorptionATP1B4Bta-mir-16b

Mineral absorptionATP7ABta-mir-486

Mineral absorption and pancreatic secretionATP1B4bta-mir-15b

Mineral absorption and pancreatic secretionATP1B3Bta-mir-199b

-
-

SLC30A10
ZBTB47Bta-mir-21

-
-

ZBTB47
SLC35B3Bta-mir-205

NFI/ABta-mir-155

-NFAT5Bta-mir-24-2

-
-

ZNF-277
SLC12A1Bta-mir-500

-
-

ZNF-299
SLC4A4Bta-mir-23a

Hippo signaling pathwaySNAI3Bta-mir-33b

Hippo signaling pathwaySNAI2Bta-mir-484
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One of the most important pre-processing in this clus-
tering method is to reduce the feature space dimensions 
to improve the performance of the classification system. 
Reducing the dimensions of the feature space leads to a 
reduction in the complexity of the classification process 
and thus reduces the occurrence of errors. This cluster-
ing method is based on information theory. The mea-
surement criteria based on it such as Kullback-Leibler 
and mutual information provide various features of the 
sequence relationships. These criteria possess the maxi-
mum amount of information about the output which en-
hances the classification accuracy. 

A comparison of the sequences’ entropy results with 
the entropy-based Kullback-Leibler criterion points out 
to the direct relationship between the Kullback-Leibler 
calculation formula and the entropy values. Concerning 
this relationship, microRNAs with the lowest and high-
est entropy values at the orders one to three are the same 
as those with the highest gene spacing in the entropy-
based Kullback-Leibler. Also, if the entropies of the 
two sequences are similar, then their Kullback-Leibler 
distance will be zero, and those sequences which pos-
sess such property or their Kullback-Leibler distance is 
close to zero (especially at higher-order entropy), their 
corresponding microRNAs are reportedly expected to 
have common biological roles as they are located in the 
same cluster during the clustering process [18, 21, 27]. 

The distance matrix created in the above-mentioned 
methods can be the input of unsupervised algorithms 
such as hierarchical clustering. In this case, fragments 
showing themselves as clusters will be easily recogniz-
able. Accordingly, fragments located within a cluster are 
likely to act in a common biological pathway. Various 
studies have been carried out in this regard. Several re-
search studies have been performed to take advantage of 
metabolic data to understand better the evolutionary re-
lationship of the different species [28] with respect to the 
accumulation of metabolic data and using graph theory. 
These studies indicated that the created phylogenetic tree 
is consistent with the laboratory results [29]. To confirm 
the accuracy of this clustering method, the biological 

Figure 3. MicroRNA clustering with UPGMA method Figure 4. MicroRNA clustering with the maximum-likeli-
hood method

Figure 5. MicroRNA clustering with the neighbor-joining 
method
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pathway of each target was predicted using the KEGG 
server after determining the targets corresponding to 
each of the microRNAs using the mirBASE one. The 
microRNAs located in a cluster with the shortest dis-
tance were compared in a pairwise manner and then the 
biological pathway of the targets was predicted by the 
KEGG server. The microRNAs located in a cluster with 
the shortest distance were compared in a pairwise man-
ner and then the biological pathway of the targets was 
predicted by the KEGG server (Table 3). This method 
was true for microRNAs in a cluster and these microR-
NAs had the same biological pathways, indicating the 
accuracy of this method. 

These results confirm the capability of the proposed 
method for clustering. To further investigate the accu-
racy of this technique, microRNAs have been clustered 
using the UPGMA, neighbor-Joining, and maximum-
likelihood methods by MEGA-7 (Figures 3-5). Similar 
to the third-order entropy, bta-mir-24 and bta-mir-205 
are located in close clusters in the UPGMA method. 
Also, similar to the third-order entropy, bta-mir-199, 
bta-mir-486, bta-mir-10a, and bta-mir-181a-1 are close 
to each other according to the maximum-likelihood 
method. Furthermore, in the neighbor-joining method, 
bta-mir-181a-1 and bta-mir-10a, and also bta-mir-21 and 
bta-mir-24-2 are located close to each other. Besides, the 
second-order entropy has been compared with each of 
the above four methods. A comparison of the second-
order entropy with the UPGMA method indicated that 
bta-mir-16b and bta-mir-15b are in the same cluster.

 Similar to the case seen at the second-order entropy, 
bta-mir-24-2 and bta-mir-21are in the same cluster ac-
cording to the maximum-likelihood approach. Further to 
these, bta-mir-16b and bta-mir-15b, as well as bta-mir-21 
and bta-mir-24-2 are located in the same clusters both in 
the neighbor-joining method and second-order entropy. 
Also, bta-mir-21 and bta-mir-141 are located in the same 
cluster both in the UPGMA method and first-order en-
tropy. It is also seen that bta-mir-155 and bta-mir-484, 
as well as bta-mir-500 and bta-mir-146 are located in the 
same clusters both in the maximum-likelihood method 
and first-order entropy. The results illustrate that none of 
these three methods fully comply with the entropy clus-
tering. Comparing the three methods points out that the 
maximum-likelihood and UPGMA methods have clus-
tered the microRNAs in the same way. The similarity of 
the maximum-likelihood and neighbor-joining methods 
is greater than that of the two previous methods and even 
the cluster positions are similar. Given that the entropy 
method performs clustering based on the sequence con-

tents while the three mentioned methods perform it based 
on the sequence length, different results are expected.

As a conclusion, in the proposed method of clustering, 
we obtained a biological grouping of genes. This new 
and innovative method can be used in clustering other 
genes due to the extraction of features obtained from clus-
tering results. The algorithm is applicable for cluster-
ing a range of genes and even genomes based on their 
DNA sequences’ entropy. The proposed algorithm takes 
an alignment-free approach, and it is a Kullback-Leibler 
divergence approach based on gene entropy that can clus-
ter the genes. 

The novelty of this algorithm is its ability to support 
and cluster sequences of different lengths using informa-
tion theory and relative entropy. The method presented 
in this paper can help assign and predict the biological 
activity of those genes that lack robust annotations be-
cause it relies only on the DNA sequence of the genes 
and the size and length of the genes’ effect on nature. 
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